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ABSTRACT

Recently, Personal Data Storage (PDS) has inaugurated a substantial change to the way people can

store and control their personal data, by moving from a service-centric to a user-centric model. PDS

offers individuals the capability to keep their data in a unique logical repository, that can be

connected and exploited by proper analytical tools, or shared with third parties under the control of

end users. Up to now, most of the research on PDS has focused on how to enforce user privacy

preferences and how to secure data when stored into the PDS. In contrast, in this paper we aim at

designing a Privacy-aware Personal Data Storage (P-PDS), that is, a PDS able to automatically take

privacy-aware decisions on third parties access requests in accordance with user preferences. The

proposed P-PDS is based on preliminary results presented in, where it has been demonstrated that

semi-supervised learning can be successfully exploited to make a PDS able to automatically decide

whether an access request has to be authorized or not. In this paper, we have deeply revised the

learning process so as to have a more usable P-PDS, in terms of reduced effort for the training phase,

as well as a more conservative approach w.r.t.users privacy, when handling conflicting access

requests. We run several experiments on a realistic dataset exploiting a group of 360 evaluators. The

obtained results show the effectiveness of the proposed approach.
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1. INTRODUCTION

Nowadays personal data we are digitally producing are scattered in different online systems managed

by different providers (e.g., online social media, hospitals, banks, airlines, etc) [1]. In this way, on

the one hand users are losing control on their data, whose protection is under the responsibility of the

data provider, and, on the other, they cannot fully exploit their data, since each provider keeps a

separate view of them. To overcome this scenario, Personal Data Storage (PDS) [2]–[3] has

inaugurated a substantial change to the way people can store and control their personal data, by

moving from a service-centric to a user-centric model. PDSs enable individuals to collect into a

single logical vault personal information they are producing. Such data can then be connected and

exploited by proper analytical tools, as well as shared with third parties under the control of end

users. This view is also enabled by recent developments in privacy legislation and, in particular, by

the new EU General Data Protection Regulation (GDPR)[4], whose art. 20 states the right to data

portability, according to which the data subject shall have the right to receive the personal data

concerning him or her, which he or she has provided to a controller, in a structured, commonly used

and machine-readable format, thus making possible data collection into a PDS[5].

Up to now, most of the research on PDS has focused on how to enforce user privacy preferences and

how to secure data when stored into the PDS (see Section 7 for more details). In contrast, the key

issue of helping users to specify their privacy preferences on PDS data has not been so far deeply

investigated. This is a fundamental issue since average PDS users are not skilled enough to

understand how to translate their privacy requirements into a set of

privacypreferences.Asseveralstudieshaveshown,average users might have difficulties in properly

setting potentially complex privacy preferences [5]–[7]. For example, let us consider Facebooks

privacy setting, where users need to configure the options manually according to their desire. In [8],

[9], authors survey users awareness, attitudes and privacy concerns on profile information and find

that only a small number of users change the default privacy preferences on Facebook. Interestingly,

in [10], authors find that even when users have changed their default privacy

settings,themodifiedsettingsdonotmatchtheexpectations (these are reached only for 39% of users).

Moreover, another survey in [11] has shown that Facebook users are not aware enough on protection

tools that designed to protect their personal data. According to their study the majority (about 88%)

of users had never read the Facebook privacy policy.

To help users on protecting their PDS data, in [1], we have evaluated the use of different semi-

supervised machine learning approaches for learning privacy preferences of PDS owners. The idea is
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to find a learning algorithm that, after a training period by the PDS owner, returns a classifier able to

automatically decide if access requests submitted by third parties are to be authorized or denied. In

[1], we have shown that, among different semi-supervised learning approaches, the one that better

first the considered scenario is ensemble learning [12], [13] (see Section 2 for more details). Even

though the identification of the learning approach is an essential step, the design of a Privacy-aware

Personal Data Storage (P-PDS), that is, a PDS able to automatically take privacy-aware decisions on

third parties access requests requires further investigation. One critical aspect to consider is the

usability of the system. Even if semi-supervised techniques require less users effort, compared to

manually setting privacy preferences, they still require many interactions with PDS owners to collect

a good training dataset.

To further reduce the required user effort, in the current paper, we leverage on active learning (AL)

[14] to minimize user burden for getting the training dataset by, at the same time, achieving better

accuracy in determining user privacy preferences. The main idea of active learning is to select from

the training dataset the most representative instances to be labeled by users. Literature offers several

methods driving the selection of these new instances. The most commonly adopted method is

uncertainty sampling [14]. According to this approach, to be labeled by human annotators, active

learning selects those instances for which it is highly uncertain how to label them according to the

preliminary built model. As reported in Section 6, this improvement brings benefits in term of

accuracy and usability. Additionally, to further improve the performance of the system, we define an

alternative uncertainty sampling strategy, which is based on the observation that, for taking a

privacy-related decision, some fields of access requests (i.e., data consumer and type of service

requesting the data) are more informative than others. Thus, if a new access request presents new

values for these fields, the system pushes for a new training (i.e., asking data owner a label for the

access request). To enforce this behavior, we introduce a penalization of the uncertainty measure

based on the distance of the new access request w.r.t. the access requests previously labeled by the P-

PDS owner (we call this strategy history-based active learning). As it will show in the experiments,

history-based active learning shows better results than AL in terms of users satisfaction. As a further

improvement, in this paper, we propose a revised version of the ensemble learning algorithm

proposed in [1], to enforce a more conservative approach w.r.t.users privacy. In particular, we

reconsider how ensemble learning handles decisions for access requests for which classifiers return

conflicting classes. In general, the final decision is taken selecting the class with the highest

aggregated probabilities. However, this presents the limit of not considering user perspective, in that,

it does not take into account which classifier is more relevant for the considered user. To cope with
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this issue, we propose an alternative strategy for aggregating the class labels returned by the

classifiers. According to this approach, we assign a personalized weight to each single classifier used

in ensemble learning. We also show how it is possible to learn these weights from the training

dataset, thus without the need of further input from the P-PDS owner. Experiments show that this

approach increases users satisfaction as well as the learning effectiveness.
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2. LITERATURE SURVEY

The concept of Personal Data Storage (PDS) has recently emerged as an alternative and

innovative way of managing personal data w.r.t. the service-centric one commonly used today. The

PDS offers a unique logical repository, allowing individuals to collect, store, and give access to their

data to third parties. The research on PDS has so far mainly focused on the enforcement mechanisms,

that is, on how user privacy preferences can be enforced. In contrast, the fundamental issue of

preference specification has been so far not deeply investigated. In this paper, we do a step in this

direction by proposing different learning algorithms that allow a fine-grained learning of the privacy

aptitudes of PDS owners[5]. The learned models are then used to answer third party access requests.

The extensive experiments we have performed show the effectiveness of the proposed approach.

The rise of smartphones and web services made possible the large-scale collection of personal

metadata. Information about individuals' location, phone call logs, or web-searches, is collected and

used intensively by organizations and big data researchers. Metadata has however yet to realize its

full potential. Privacy and legal concerns, as well as the lack of technical solutions for personal

metadata management is preventing metadata from being shared and reconciled under the control of

the individual. This lack of access and control is furthermore fueling growing concerns, as it prevents

individuals from understanding and managing the risks associated with the collection and use of their

data. Our contribution is two-fold: (1) we describe openPDS, a personal metadata management

framework that allows individuals to collect, store, and give fine-grained access to their metadata to

third parties. It has been implemented in two field studies; (2) we introduce and analyze

SafeAnswers, a new and practical way of protecting the privacy of metadata at an individual level.

SafeAnswers turns a hard anonymization problem into a more tractable security one. It allows

services to ask questions whose answers are calculated against the metadata instead of trying to

anonymize individuals' metadata. The dimensionality of the data shared with the services is reduced

from high-dimensional metadata to low-dimensional answers that are less likely to be re-identifiable

and to contain sensitive information. These answers can then be directly shared individually or in

aggregate. openPDS and SafeAnswers provide a new way of dynamically protecting personal

metadata, thereby supporting the creation of smart data-driven services and data science research[6].

Despite the ubiquity of passively-collected sensor data (primarily attained via smartphones),

there does not currently exist a comprehensive system for authorizing the collection of such data,

collecting, storing, analyzing, and visualizing it in a manner that preserves the privacy of the user

generating the data. This thesis shows the design and implementation of such a system, named
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openPDS, from both the client and server perspectives. Two server-side components are

implemented: a centralized registry server for authentication and authorization of all entities in the

system, and a distributed Personal Data Store that allows analysis to be run against the stored sensor

data and aggregated across multiple Personal Data Stores in a privacy-preserving fashion. The client,

implemented for the Android mobile phone operating system, makes use of the Funf Open Sensing

framework to collect data and adds the ability for users to authenticate against the registry server,

authorize third-party applications to analyze data once it reaches their Personal Data Store, and

finally, visualize the result of such analysis within a mobile phone or web browser. A number of

example quantified-self and social applications are built on top of this framework to demonstrate

feasibility of the system from both development and user perspectives.

Being able to gather personal data from different data sources (e.g., banks, hospitals), PDSs will

play strategic role in individual privacy management[7]. As such, PDS demands for new privacy

models for protecting personal data. In this paper, we propose a new technical approach that

empowers individuals to better control data in PDS. Particularly, we present a privacy-aware PDS

architecture by focusing on two logical data zones based on the categories of personal data.

Moreover, we propose a strategy for regulating personal data release that takes in consideration both

user preferences and possible risks and benefits of the data release.

Access control policies are notoriously difficult to configure correctly, even people who are

professionally trained system administrators experience difficulty with the task. With the increasing

popularity of online social networks (OSN) users of all levels are sharing an unprecedented amount

of personal information on the Internet. Most OSNs give users the ability to specify what they share

with whom, but the difficulty of the task raises the question of whether users' privacy settings match

their sharing intentions. We present the results of a study that measures sharing intentions to identify

potential violations in users' real Facebook privacy settings. Our results indicate a serious mismatch

between intentions and reality: every one of the 65 participants in our study had at least one

confirmed sharing violation[8]. In other words, OSN users' are unable to correctly manage their

privacy settings. Furthermore, a majority of users cannot or will not fix such errors.

3.PROBLEM STATEMENT

Nowadays personal data we are digitally producing are scattered in different online systems

managed by different providers (e.g., online social media, hospitals, banks, airlines, etc). In this way,

on the one hand users are losing control on their data, whose protection is under the responsibility of

the data provider, and, on the other, they cannot fully exploit their data, since each provider keeps a
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separate view of them. To overcome this scenario, Personal Data Storage (PDS) has inaugurated a

substantial change to the way people can store and control their personal data, by moving from a

service-centric to a user-centric model. PDSs enable individuals to collect into a single logical vault

personal information they are producing. Such data can then be connected and exploited by proper

analytical tools, as well as shared with third parties under the control of end users. This view is also

enabled by recent developments in privacy legislation and, in particular, by the new EU General

Data Protection Regulation (GDPR)[9], whose art. 20 states the right to data portability, according to

which the data subject shall have the right to receive the personal data concerning him or her, which

he or she has provided to a controller, in a structured, commonly used and machine-readable format,

thus making possible data collection into a PDS.

4. PROPOSED SYSTEM

The proposal discussed in demonstrates that semisupervised ensemble learning can be

exploited to train a classifier so as to make a PDS able to automatically decide whether an access

request has to be authorized or not. However, to build a classifier using a predictive learning model,

it is essential to label an initial set of instances, called the training dataset. It is matter of fact that

obtaining a sufficient number of labeled instances is time consuming and costly due to the required

human input . On the other hand, the size and quality of the training dataset impact the accuracy the

classifier might reach. Therefore, Active learning (AL) may be exploited to reduce the size of the

training dataset. The key idea of AL is to build the training dataset by properly selecting a reduced

number of instances from unlabeled items, rather than randomly choosing them as done by

traditional supervised learning algorithms. This makes it possible to efficiently exploit unlabeled

instances for developing effective prediction models as well as to reduce the time and cost of

labeling.
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5. SYSTEM ARCHITECTURE

6. IMPLEMENTATION

6.1 OWNER

In this application the owner is one of the main module for uploading the files and view the uploads

file which are uploaded by the owner before do all these operations the owner should register with

the application and the owner should authorized by the cloud.

6.2 USER

In this application the user also a modules to perform the bloom filter operation to access the files

from the cloud, before do the search operations the user should get the search permission from the

cloud then only the user can search the files after get the details of the searched file, if the user want

to download the user should get the trapdoor key from the trapdoor Generator, then the user can able

to download the file. To do all theseoperation the user should register with application and the user

should accessed by the cloud.

6.3 TRAPDOOR GENERATOR

The trapdoor is used to generate the trapdoor key for the requested users. Here the trapdoor should

login directly with the application.
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6.4 CLOUD

The cloud is the main module to operate this project in the users activation s , owner activation and

also the cloud can check the following operations like search permission provides to the users, can

check the top-k searched keyword, top-k similarity in chart, top-k searched keyword in chart.

Primarily the cloud should login. Then only the cloud can perform the above mentioned actions[10].

6.5 ATTACKER

The attacker is the unauthorized perform to attack the owner files.

7. RESULTS/DISCUSSION
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7. CONCLUSION

This paper proposes a Privacy-aware Personal Data Storage, able to automatically take privacy-

aware decisions on third parties access requests in accordance with user preferences. The system

relies on active learning complemented with strategies to strengthen user privacy protection. As

discussed in the paper, we run several experiments on a realistic dataset exploiting a group of 360

evaluators. The obtained results show the effectiveness of the proposed approach. We plan to extend

this work along several directions. First, we are interested to investigate how P-PDS could scale in

the IoT scenario, where access requests decision might depend also on contexts, not only on user

preferences. Also, we would like to integrate P-PDS with cloud computing services (e.g., storage and

computing) so as to design a more powerful P-PDS by, at the same time, protecting users privacy.
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